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Personal informatics processes require navigating distinct challenges across stages of tracking, but the range of data, goals,
expertise, and context that individuals bring to self-tracking often presents barriers that undermine those processes. We
investigate the potential of Generative AI (GAI) to support people across stages of pursuing self-tracking for health. We
conducted interview and observation sessions with 19 participants from the United States who self-track for health, examining
how they interact with GAI around their personal health data. Participants formulated and refined queries, reflected on
recommendations, and abandoned queries that did not meet their needs and health goals. They further identified opportunities
for GAI support across stages of self-tracking, including in deciding what data to track and how, in defining and modifying
tracking plans, and in interpreting data-driven insights. We discuss GAI opportunities in accounting for a range of health goals,
in providing support for self-tracking processes across planning, reflection, and action, and in consideration of limitations of
embedding GAI in health self-tracking tools.
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1 Introduction
People commonly engage in self-tracking around aspects of health (e.g., diet, exercise, sleep, biometrics,
symptoms) [79], enabled in part by mobile and wearable support [47]. Personal health informatics is thus
an important approach to understanding and pursuing personal health [26], often based in tools that “help people
collect personally relevant information for the purpose of self-reflection and gaining self-knowledge” [50]. Distilling
common challenges across varying settings, researchers have developed models of personal informatics that
characterize challenges and opportunities in stages of deciding what to track, selecting tools, tracking, integrating
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data, reflecting, and acting [29, 50]. However, heterogeneity in the range of data, goals, expertise, and context
that people bring to self-tracking often leaves people needing individualized support beyond what most tools
provide, ultimately preventing people from meeting their goals [12, 26–28, 61].
With the rapid rise of Generative AI (GAI), researchers have noted its potential to support health, including

improving patient-provider collaboration [3, 15], addressing healthcare needs requiring clinical validation [8, 15,
67, 82, 88], and supporting self-tracking and sense-making of personal health data [42, 44, 55, 59]. Within the
context of our focus on self-tracking, commercial tools have begun adding GAI-based support for analyzing data
and generating insights around sleep, recovery, and activity [1, 48, 86]. However, these remain limited in the data
they integrate and insights they can provide [10, 42]. Recent work has identified additional opportunities for
GAI in self-tracking contexts, including to support sense-making and reflection on personal health data [55], to
motivate behavior change [42], and to provide personalized lifestyle recommendations [62]. Research has also
examined benefits and risks of querying general-purpose GAI tools (e.g., ChatGPT) about personal health [90].
Building on such explorations of GAI within individual stages of self-tracking, our work investigates the potential
for GAI to support people in navigating complexities introduced by heterogeneous tracking data, goals, expertise,
and context throughout the multiple stages of personal health informatics.
We investigate the following research questions:
• RQ1: How do people who self-track for health goals interact with GAI for reflecting on, interpreting, and
potentially planning action on their personal health data?

• RQ2: What are needs and opportunities for GAI in supporting varying individual needs and goals across
different stages of personal health informatics?

To examine these questions, we conducted study sessions with 19 people from the United States who track
varying aspects of their health, using GAI conversational agents (e.g., ChatGPT, Copilot) as technology probes [40].
We examined (i) how participants interact with GAI to make sense of their health data and (ii) what support
they want from GAI in their self-tracking. Each session consisted of a semi-structured interview, an interactive
session in which participants explored GAI around their health data and goals, and a case scenario presented
after the interactive session to elicit consideration of GAI capabilities participants may not have encountered in
their own exploration. We analyzed data drawing upon (i) models of personal informatics [29, 50] in analyzing
participant tracking goals, stages of self-tracking, and barriers in each stage, and (ii) the bi-directional human-AI
alignment framework [75] in analyzing participant interactions with and perceptions of GAI.

We make three contributions. First, we provide an account of participant interactions with GAI, using personal
information and self-tracked data to ask questions related to their health goals. Using GAI conversational agents
as technology probes in interactive sessions, we describe participant processes of forming queries and reflecting
on responses, as well as challenges they encountered. We further detail how participants (i) refined queries toward
more aligned responses or (ii) abandoned querying when unable to obtain support they were seeking. Second, we
identify additional support participants desired from GAI, informed by their long-term experiences with personal
informatics, by what they tried in their interactive sessions, and by GAI capabilities explored through the case
scenario. Participants described GAI’s potential to support varied health goals and across multiple stages of
self-tracking, such as deciding what and how to track, setting up and modifying tracking plans, integrating data,
interpreting recommendations, and acting on data-based insights. Finally, we discuss prior work and our findings,
identifying GAI opportunities (i) to account for a range of health goals and questions, (ii) to scaffold self-tracking
and support people across planning, reflecting, and acting upon personal health data, and (iii) concerns and
implications for embedding GAI support in health self-tracking tools.
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2 Related Work
Our research is motivated and informed by past literature on personal informatics. This includes motivations for
self-tracking, barriers people encounter throughout different stages of self-tracking, and past efforts to support
people in navigating these challenges. Our work is also inspired by examinations of GAI in broader health
contexts, specifically concerns about actionability and credibility raised in those studies. Finally, we draw upon
recent work using GAI to support specific personal health informatics processes, such as reflection and action
based in health data.

2.1 Self-Tracking for Health
2.1.1 Models of and Motivations for Self-Tracking. Researchers have proposed models characterizing self-tracking
processes. The stage-based model of personal informatics describes five stages (i.e., preparation, collection,
integration, reflection, action) along with cascading barriers at each stage [50]. The lived informatics model
expands this to include deciding what and how to track, emphasizes an ongoing process of collecting, integrating,
and reflecting, and highlights lapses, resumption, and changing goals [29]. The goal-directed self-tracking
framework emphasizes the need to design tracking around individual goals, scaffolding processes of deciding
what, when, and how to track in alignment with those goals [58, 73, 74]. We leverage these models of personal
informatics processes to explore potential GAI support throughout such stages of self-tracking.
People also have varying motivations for engaging in self-tracking, such as improving health, finding new

life experiences, behavior change, maintaining a record, or curiosity [14, 29, 54]. Past work identified broad
categories of goals associated with self-tracking, including (i) tracking goals (e.g., “tracking hours of sleep”),
(ii) information goals (e.g., “does lack of sleep make migraines more likely”) and (iii) management goals
(e.g., “improve symptoms”) [73, 74]. Participants in our study similarly report diverse tracking motivations,
within which we examine how they interact with GAI around their health goals and data.

2.1.2 Barriers and Challenges in Self-Tracking Processes. Researchers have highlighted barriers people encounter
in and across stages of self-tracking [4, 50, 70]. Entire regimens can become ineffective when not centered around
an individual’s goals [23, 58]. In reflection and sense-making, barriers can be created by data itself (e.g., data that
is sparse, lacks context, or is not appropriate for a person’s question) or by an individual’s abilities to make sense
of data (e.g., difficulty in integrating, interpreting, or visualizing data to draw insights) [5, 6, 17, 51]. Even expert
self-trackers often lack rigor in their practices around tracking, reflection, and analysis [14], further highlighting
the need to support sense-making and reflection [7]. During the action stage, a lack of specific guidance is a major
barrier [24, 50, 53]. The design of self-tracking tools is often misaligned to individual goals, hindering planning
and action [37, 49, 73]. Fit4Life, a hypothetical design intended to provoke critical reflection about the ethics
of persuasive technologies, exemplifies complexities of aligning technology to individual goals [69]. Although
the design purports to support individual health goals, it also depicted challenges of surveillance, coercion, and
overreliance on technology.

Researchers have attempted to address such challenges by designing tools that support end-to-end self-tracking
processes and guide people throughout stages of tracking. For example, OmniTrack supports the collection
and integration stages via construction of customized trackers meeting individual needs and goals [45].
MigraineTracker [74] implements goal-directed tracking [73], guiding people’s expression of self-tracking goals
and providing integrated support across subsequent stages of tracking. Goal-directed tracking is also informed
by challenges characterized by the Tracker Goal Evolution Model [61], including in translating qualitative goals
(e.g., reduce migraines) into quantitative goals (e.g., drink 2-4 gallons water daily). Although qualitative context
can support reflection and action [13, 33, 39], extracting and using contextual information can be challenging.
Our research is informed by these past studies of self-tracking processes and by challenges of developing tools
that provide domain knowledge and support across stages of planning, tracking, reflecting, and acting. For
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example, OmniTrack’s flexbility can be combined with templates co-designed with clinicians or provided by
experts [45] to give users clear guidance on what and how to track. The design of MigraineTracker [74] similarly
incorporated knowledge about common migraine-related goals (e.g., common symptom contributors, reasonable
tracking frequencies and granularity). A key finding in such work has been that flexible tools must be paired with
significant domain and tracking knowledge to result in success. This knowledge varies across goals and health
contexts, making it difficult for designers and tools to provide. This motivates us to examine whether GAI might
provide support and access to this knowledge without requiring expert creation and maintenance of different
templates or tools for each health goal, context, or question.

2.2 Generative AI and Personal Health
Generative AI is increasingly leveraged in personal health [3, 8, 15, 67, 82, 88], with an emphasis on its potential
to enhance personalization, including making recommendations (e.g., exercise, diet, sleep) based on individual
background (e.g., genetics, lifestyle, family history) [62]. COVID-19 saw increased adoption of agents for answering
questions, recommending care, checking symptoms, and performing administrative tasks [67], leading researchers
to examine patient perceptions of GAI. Studies have found GAI responses to be empathetic, often attributed
to long responses as an indicator of more time spent contemplating [82] and of higher information quality [3].
We use the bi-directional human-AI alignment framework [75] to analyze interactions with GAI around self-
tracked health data, examining participant query formation, evolution, and refinement as well as perception of
responses. This framework guides examination of both (i) aligning AI to humans (i.e., ensuring AI generates
desired individualized responses), and (ii) aligning humans to AI (i.e., how individuals perceive AI-generated
responses and potentially adjust to current AI capabilities).

However, GAI also presents concerns. It can give assertive responses despite uncertainty [52] and hallucinate [9]
plausible yet incorrect content [89], potentially causing harm and jeopardizing trust in critical contexts like
health [85]. Familiarity with prompting techniques is essential, as certain methods (e.g., chain-of-thought [84])
are less susceptible to hallucinations than others (e.g., ReAct [87]). Researchers have also highlighted concerns
about widespread adoption of AI-based technologies in health (e.g., trust, clinical safety and reliability, regulatory
oversight, privacy) [56, 80, 88]. This includes concerns about liability for AI-generated health information [20] and
the quality of online health information [34, 78], warning that decisions based on low-quality information can lead
to unintended harm [78]. Consumers of online health information struggle with assessing trustworthiness and
credibility [34], a challenge that persists with GAI, as tools lack surface-level credibility cues [21]. Studies have
also identified cultural, racial, and gender disparities in provider-patient communication, warranting concerns that
GAI might perpetuate or amplify these [32, 41, 71, 82]. Researchers have highlighted opportunities for designing
inclusive, personalized tools that capture diverse patient backgrounds, personalities, and motivations [82] and
integrate personal characteristics to offer tailored suggestions in health and wellbeing [18].
Researchers also remain interested in making GAI responses more actionable [11], suggesting not just what

can be done but also how. However, actionability can have multiple dimensions across individuals and contexts
(e.g., understanding how to, being willing to, or being able to act on recommendations). Our work examines
opportunities for supporting participants in reflecting and acting on insights from self-tracked health data, while
also discussing appropriate integration of GAI into health tracking tools.

2.3 Generative AI Applications in Personal Informatics
Recent research examines GAI potential in specific stages of personal informatics, such as for collecting and
reflecting on health-related data. GAI chatbots have been found effective for collecting self-reported sleep, exercise,
and productivity data, with prompt design playing a significant role (i.e., information format and personality
modifiers) [83]. Researchers have also developed GAI applications supporting collection and reflection. For
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example, MindfulDiary is a GAI-enabled chatbot that encourages documenting daily experiences and improved
journaling adherence through natural conversations [44]. MindScape similarly enhanced data collection and
self-reflection through GAI-powered journaling that integrates passively-collected behavioral health data (e.g.,
conversational engagement, sleep, location) for personalized and context-aware prompting [59]. Research has
also identified potential for GAI-generated narratives and summaries to supplement quantitative data and support
self-reflection [77] and clinician reflection on patient data [25].

Research has also examined perceptions of GAI responses and insights. Some commercial personal informatics
tools (e.g., Whoop [86], Onvy [1]) now include GAI-based coaches which use conversational interfaces to support
question-asking around data in sleep, recovery, and activity. However, these do not extract or incorporate
contextual information, limiting their ability to support reflection and action on derived insights [42]. To examine
better analysis and interpretation of such personal health data, Merrill et al. developed a GAI-based Personal
Health Insights Agent (PHIA) [55]. When compared against numerical reasoning and code generation, PHIA
showed higher accuracy for objective health queries (e.g., How many times did I exercise today?) and received
higher ratings on overall reasoning, relevance, and clarity (e.g.,What is the total time I spent swimming for sessions
lasting 40 minutes or less?). Similarly, GPTCoach addressed personalization challenges by using multimodal
reasoning to integrate personal data with contextual factors [42]. This enabled reasoning through both semantic
data captured in conversations (e.g., goals, preferences) and personal quantitative data (e.g., step count from
wearable). Both PHIA and GPTCoach demonstrate potential of GAI-based health agents for supporting sense-
making and reflection and for providing personalized and actionable insights. As a complement to such fine-tuned
tools, our research investigates self-tracker interactions with general-purpose GAI around their personal health
data and their perspectives on GAI’s potential for supporting self-tracking journeys around diverse health goals
and needs.

3 Methods
Our IRB-approved study took place from February 2024 through January 2025 in the United States. We conducted
individual study sessions with 19 participants and employed a hybrid process of inductive and deductive thematic
analysis [31] to understand: (RQ1) how people interact with GAI around their health self-tracking data, and
(RQ2) what more support they would like for their personal health goals and related self-tracking.

3.1 Participant Recruitment
Participants were recruited using word-of-mouth and purposive sampling [81], from social media platforms
(i.e., Twitter, LinkedIn), the Quantified Self forum1, and author personal and professional networks. Participants
completed a screening survey (Appendix A) to ensure they: (i) are 18 years of age, and (ii) track data to understand
and answer questions about their health. To prevent fraudulent participants [64], the survey required detailing
types of data they track, how they track (e.g., mobile apps, wearables, paper), and examples of questions they
want to answer with data. The survey also asked about familiarity with GAI tools (e.g., ChatGPT, Copilot) and
work expertise in health and/or technology. These were not inclusion or exclusion criteria, but we used them to
seek a range of experiences across participants. Table 1 details participant demographics, including health data
they tracked.

3.2 Study Session Overview
We conducted individual study sessions with 19 participants. Each session lasted 60 to 90 minutes, and was
compensated with a $20 or $40 gift card depending on the length of the session. All sessions were conducted over
Zoom, except P2 used the researcher’s laptop during an in-person session. The researcher shared their screen
1https://forum.quantifiedself.com/
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Table 1. Demographic details of participants, including the types of health data they tracked and devices/modes of tracking.
All except P19 reported familiarity with using GAI-based conversational agents (e.g., ChatGPT, Copilot, Gemini, Claude).
Four reported prior use of GAI related to health and self-tracking: P7 used ChatGPT for meal plan recommendations meeting
his dietary goals, P12 used a GAI-enabled fitness tracker called Whoop [86], P17 used ChatGPT to answer questions related
to her menstrual health and tracking, and P18 used ChatGPT to get recommendations around diet and exercise for fat loss.

P# Gender Age Range
(in years) Race/Ethnicity Highest

Education

Work in
Health or
Tech?

Type of Health
Data Tracked

Device/Mode
of Tracking

P1 Cis-Woman 25-34 Asian /
Pacific Islander PhD None

Cardiovascular Health,
Diet, Exercise, Sleep,
Menstruation/Ovulation

Wearables,
Mobile or Web Apps

P2 Cis-Woman 25-34 Asian /
Pacific Islander Master’s None Cardiovascular Health,

Exercise, Sleep Wearables

P3 Cis-Woman 25-34

Multi-Racial /
Bi-Racial /
Japanese American /
Asian American

Bachelor’s Technology

Body Temperature,
Cardiovascular Health,
Exercise, Mental Health,
Menstruation/Ovulation

Wearables,
Mobile or Web Apps,
Paper-based Mediums

P4 Cis-Woman 25-34 Asian /
Pacific Islander Master’s None

Blood Pressure,
Exercise, Sleep
Menstruation/Ovulation

Wearables,
Mobile or Web Apps

P5 Cis-Woman 18-24 Asian /
Pacific Islander Bachelor’s Technology Cardiovascular Health,

Diet, Exercise

Wearables,
Mobile or Web Apps,
Physical Devices

P6 Cis-Woman 18-24 White /
Caucasian Bachelor’s None

Exercise,
Medications/Supplements,
Menstruation/Ovulation

Wearables,
Mobile or Web Apps

P7 Cis-Man 25-34 Asian /
Pacific Islander Master’s None Diet, Exercise

Wearables,
Mobile or Web Apps,
Paper-based Mediums,
Mental Notekeeping

P8 Cis-Woman 25-34 Asian /
Pacific Islander Master’s None Cardiovascular Health, Exercise,

Sleep, Hydration, Nausea
Wearables,
Mobile or Web Apps

P9 Cis-Woman 25-34 Asian /
Pacific Islander Bachelor’s Both

Exercise, Diet,
Medications/Supplements,
Menstruation/Ovulation

Wearables,
Mobile or Web Apps,
Mental Notekeeping

P10 Cis-Man 45-54 Prefer not to say Master’s Technology

Air Pressure, Blood Biomarkers,
Blood Pressure, Blood Sugar,
Weight, Medications/Supplements,
Body Temperature, Diet, Exercise

Wearables,
Mobile or Web Apps,
Physical devices,
Comprehensive
Blood Tests

P11 Prefer not
to say 25-34 Asian /

Pacific Islander Bachelor’s Technology Weight, Diet, Exercise, Sleep,
Migraines, Menstruation/Ovulation

Wearables,
Mobile or Web Apps,
Paper-based Mediums,
Physical Devices,
Mental Notekeeping

P12 Cis-Man 25-34 Asian /
Pacific Islander Master’s Technology

Cardiovascular Health, Diet,
Exercise, Sleep, Hydration, Allergens,
Medications/Supplements

Wearables

P13 Cis-Woman 25-34 Asian /
Pacific Islander Bachelor’s None Diet, Exercise, Sleep, Habits,

Mental Health, Medications/Supplements
Mobile or Web Apps,
Other-Spreadsheet

P14 Cis-Man 18-24 White /
Caucasian

College Credit,
No Degree Technology

Body Composition, Weight,
Teeth Health, Bowel Movements,
Stool, Cardiovascular Health,
Exercise, Sleep, Skincare,
Medications/Supplements

Wearables,
Mobile or Web Apps,
Other-Progress Photos

P15 Cis-Woman 25-34 Hispanic
High School
Graduate, Diploma
or Equivalent

Technology Menstruation/Ovulation Mobile or Web Apps

P16 Cis-Woman 25-34 Hispanic Master’s None Diet, Exercise Wearables,
Mobile or Web Apps

P17 Cis-Woman 25-34 White /
Caucasian Professional Health Exercise, Menstruation Wearables,

Mobile or Web Apps

P18 Cis-Woman 25-34 Hispanic Vocational Training Technology Diet, Exercise, Weight
Sleep, Menstruation

Wearables, Physical Devices,
Mobile or Web Apps

P19 Cis-Woman 35-44 White /
Caucasian Bachelor’s None Exercise, Sleep,

Menstruation
Mobile or Web Apps,
Paper-based Mediums
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Screening
Survey

Initial
Interview

Interactive
Session

Case
Scenario

End-of-
session

Interview

Study Session

Fig. 1. Study procedure. Potential participants filled out a screening survey to determine their eligibility. Those eligible
were invited to participate in a single study session comprising (i) an initial interview to learn about participant health
tracking practices, data, and questions; (ii) an interactive session where participants engaged with GAI around their health
data; (iii) a case scenario to demonstrate a broader range of GAI capabilities and elicit participant considerations; (iv) an
end-of-session interview to learn about participant overall experiences in the study. For the interactive sessions, participants
P1-P4 used the free version of ChatGPT (GPT 3.5x), while P5-P19 used a version of Copilot with commercial data protection
(built upon GPT-4). Participants P1-P4 were not presented the case scenario.

and participants used Zoom’s remote control option to directly interact with GAI. Informed consent, including
permission to record, was obtained before each session. All recordings were transcribed for analysis.
As in Figure 1, study sessions consisted of four phases: an initial interview, an interactive session, a case

scenario2, and an end-of-session interview. We asked participants to bring their self-tracked health data. We
did not ask them give us their data but instead to describe and/or use it to ask questions. Consistent with the
iterative nature of semi-structured qualitative interviewing [35], we evolved and expanded the protocol through
the course of the study. This section further details our study protocol, including additions/changes and their
rationale. The complete study protocol is also provided in Appendix B.

3.2.1 Initial Interview. The initial semi-structured interview focused on participant data, health goals, and
tracking motivations. We asked participants to describe health data they brought and their self-tracking practices
(e.g., “What is the data about?”, “How and why did you collect it?”, “Have you used it or drawn any conclusions
from it?”), including questions they wanted to answer using self-tracking (e.g., “What questions do you want to
answer based on your tracking and why?”, “How have you tried to answer this question, if at all?”, “If you have
been unable to answer this question, what has been the challenge?”). The initial interview therefore elicited both
participant goals and prior long-term experiences pursuing those goals with self-tracking.

3.2.2 Interactive Session. This portion of the session used a GAI conversational agent (either ChatGPT or Copilot)
as a technology probe [40] with goals to (i) collect information about participants and their experiences using
GAI around their self-tracking and (ii) inspire participants to consider GAI opportunities for diverse self-tracking
needs and desires. Participants used GAI to ask specific questions based on their self-tracked data. To facilitate
the interactive session, we asked about reactions to GAI responses (e.g., “How do you feel about this response?”,
“In what ways is it useful versus not?”, “Do you feel there is anything missing in the response?”). When needed,
we prompted participants to consider refining or reframing questions, asking follow-ups or new questions, or
providing more detail for a more personalized or appropriate response.
2As detailed in Section 3.2.3, participants P1-P4 were not presented the case scenario.
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We initially used the free version of ChatGPT (GPT 3.5.x) as the technology probe. To ensure anonymity, all
interactions with ChatGPT were conducted using an account created by the researcher. Although participants
brought their self-tracking data to the session, we asked them to refrain from uploading it or sharing private or
identifying information. Instead, we asked them to use their data to frame specific questions. We encouraged
them to talk aloud throughout the session.

We observed participants had varying comfort levels sharing data in ChatGPT queries, describing frustrations
with forming queries that would support personalized responses without divulging toomuch personal information.
Although this was informative regarding participant privacy perceptions around GAI, it created a frustrating
experience for participants and limited our ability to fully examine our research questions. After observing this
in the first four sessions (P1-P4), we switched to Microsoft Copilot with commercial data protection, built upon
OpenAI’s GPT-4. Together with being the most recent version of GPT, this ensured participant data, queries, and
responses were not stored or used by Microsoft or OpenAI, thus making it safer to share sensitive information.
We updated study scripts to provide context around commercial data protection, removed guidance to refrain
from uploading self-tracked data or sharing private or identifying information, and encouraged participants to be
as specific as desired.

3.2.3 Case Scenario. The interactive session emphasized varying participant data and varying participant
questions around that data. Although this supported learning about ways in which participants approached GAI
support, it sometimes masked opportunities to gather participant perspectives (e.g., when participant data did
not support certain types of questions or when participants otherwise did not explore GAI capabilities), thus
limiting our ability to examine RQ2. After observing this in early sessions (P1-P4), we decided to introduce a
case scenario showcasing a range of GAI capabilities for supporting self-tracking and sense-making. We created
the case scenario using real health tracking data contributed by a participant in a prior study, demonstrating
potential GAI support for self-tracking related to chronic shoulder pain. Detailed in Appendix C, the case scenario
illustrates relevant GAI capabilities, including receiving uploaded images or datasheets, summarizing uploaded
data, recommending new self-tracking variables, and creating a tracking template according to individual health
goals. After using slides to present the case scenario, we asked participants for their thoughts on (i) prompting
GAI by directly uploading health data and then formulating related questions, and (ii) the nature of GAI responses,
specifically in terms of personalization, actionability, and trustworthiness. We further asked about perceived
usefulness of GAI capabilities demonstrated in the case scenario and what additional capabilities would be useful.
To avoid biasing or leading participant interactions, we presented the case scenario only after participants

had already interacted with GAI around their own health. This prevented it from influencing how participants
used GAI for their own questions and data, while increasing their awareness of capabilities and potential uses of
GAI to reflect on during the end-of-session interview. Because P1-P4 were not presented this case scenario, their
reflections in the end-of-session interview were instead anchored only in their prior self-tracking experiences
and experiences with GAI in the interactive session.

3.2.4 End-of-Session Interview. In this semi-structured interview, we asked participants to reflect on their
overall experience as well as the usefulness, personalization, actionability, and trustworthiness of GAI responses
(e.g., including factors that influenced these perceptions).

We then explored participant perceptions of GAI-supported reflection and sense-making as well as any actions
participants might take based on understanding developed in the interactive session. Because initial participants
described wanting GAI support with adjusting tracking (e.g., deciding what to track, how to track new variables,
how to modify existing tracking), we expanded interview questions to prompt on how participants anticipated
GAI responses might influence their tracking (e.g., “Do you anticipate changing anything in your health tracking
or everyday life based on the responses you received?”, “While this study focused on supporting reflection and
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sense-making of already collected health data, would you also appreciate support of such AI tools in other parts
of the process such as helping decide what data to track or change the type of health data to track?”).
We concluded by reviewing some limitations of GAI (e.g., it can give factually incorrect or biased answers, it

can be coaxed into desired or potentially harmful answers [9]) and prompted for reactions. We used this debrief to
caution participants, especially those unfamiliar with these limitations, against following GAI recommendations
without seeking expert advice or cross referencing the recommendations with reliable sources.

3.3 Data Analysis
We analyzed collected data (session transcripts, session notes, screenshots of ChatGPT / Copilot chat) using a
hybrid process of inductive and deductive thematic analysis [31]. This allowed us to capture codes anticipated by
prior work in personal health informatics and human-AI interaction while preserving our ability to detect new
data-driven codes. Where needed, we referred back to video recordings (e.g., to capture specific reactions).

We first identified two existing frameworks to guide deductive coding for (i) stages of tracking and (ii) aspects
of human-AI alignment. We used the Lived Informatics model [29] to code for stages of tracking (e.g., deciding
and planning to track; tracking and action based in a process of collection, integration, and reflection) and
participant motivations for tracking (e.g., behavior change, maintaining a continuous record, curiosity). Because
our research goal is to examine GAI potential across different stages of tracking, this model was integral for
identifying where and how in the self-tracking process participants used or wanted to use GAI. We used the
Bi-Directional Human-AI Alignment model [75] to code for human-AI alignment in the interactive session. More
specifically, we used its Align AI to Humans direction to analyze how participants form, evolve, and refine queries,
and its Align Human to AI direction to unpack how participants perceive responses (e.g., types of GAI support
they anticipated or wanted, what worked, what challenges occurred), examining how documented challenges of
GAI manifest in their application to self-tracking and personal health informatics. We developed a preliminary
codebook with analysis guided but not confined by codes from the two frameworks. We also assigned inductive
codes to data segments describing new patterns aligned with our research questions but not encompassed by
deductive codes (e.g., “Not knowing how to integrate data into queries”, “querying GAI to validate current
understanding or practices”). The first two authors coded the 19 sessions, regularly meeting to discuss analysis
and to evolve the codebook to align with study goals and capture additional nuance (e.g., dropping irrelevant
codes, adding new codes, splitting or combining codes, extending code descriptions). The codebook is provided
in supplementary materials.
Next, we reviewed this codebook and clustered codes based on patterns in the data to construct higher-level

themes around what participants did in their sessions (Section 4.1) and GAI support they anticipated and wanted
in self-tracking for health (Section 4.2). We performed this iteratively, identifying relationships across categories of
codes to formulate and revise themes, documenting them, and discussing with other authors as themes developed.
All authors remained in constant touch with the data through collection and analysis, to continue developing
shared understanding and to resolve disagreements.
Lastly, we analyzed GAI chat transcripts, coding for question topics, questions asked per topic, evolution of

questions around a topic, format change, wording refinement, and types and extent of provided personal data.

3.4 Study Focus and Method Limitations
Because our study focused on examining opportunities and challenges for GAI support throughout stages of
self-tracking, we recruited participants who already engaged in self-tracking and could bring their existing
data, questions, and long-term self-tracking experiences to the study. Our study design focused on participant
interactions with GAI during a single session, including their experiences before that session and their attitudes
about potential future use. We also captured participant intent to act on GAI insights around their self-tracked
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data. However, we were unable to observe any future use or actual action. Our research questions and recruitment
criteria likely affected participant demographics. All participants reported living in the United States and having
at least high school education or similar. Participants skew under 35 years of age (17 of 19 participants), consistent
with research finding greater interest in digital health tools among younger people [36, 57]. Consistent with
our recruitment criteria, participants were technology savvy, health enthusiasts, and early adopters of new
technologies [14]. Eight worked in technology, one in healthcare, one in technology and healthcare, and all but P19
noted being familiar with using GAI conversational agents (e.g., ChatGPT, Copilot, Gemini, Claude). Participant
age, education, and professional expertise in technology and health likely influenced findings (e.g., perceptions
about reliability and trustworthiness, ability to analyze data and formulate queries). We also explicitly recruited
some participants from self-tracking communities (e.g., Quantified Self forum), and their tracking expertise likely
affected their experience and our results. People new to self-tracking may have additional or different needs
beyond those reflected in our results. As will be further discussed in Section 5.4, it remains important for future
work to examine perspectives of a broad range of populations who were not represented in our study (e.g., lacking
expertise in technology or health, less educated, of different identities and cultural backgrounds). Additional
research should explore follow-up sessions and longitudinal deployment of GAI tools. Our work aims to inform
such longitudinal research through uncovering a range of opportunities for GAI to provide support across various
stages of self-tracking.

3.5 Ethical Considerations
This study was reviewed and approved as exempt by our institutional review board. Informed consent and
permission to record was obtained before each participant session. All transcripts were de-identified before
analysis and only de-identified quotes were reported. The free version of ChatGPT (GPT 3.5.x) was used for the
first four sessions (i.e., P1-P4), with participants using an account created by the researcher to ensure anonymity.
To make it safer to share sensitive information, the remaining sessions (i.e., P5-P19) switched to using Microsoft
Copilot with commercial data protection (GPT 4). This ensured data, queries, and responses were not stored or
used by Microsoft or OpenAI, potentially reducing participant privacy concerns (discussed in Section 5.4).

4 Findings
We first describe participant interactions with GAI during interactive sessions as they asked questions related to
their health goals and made sense of self-tracked data (Section 4.1). Next, we describe types of support participants
wanted GAI to provide for reflection and other stages of self-tracking (e.g., deciding what and how to track,
setting up and modifying tracking, interpreting and acting on health data insights) (Section 4.2). Participants
identified opportunities through reflecting upon their prior long-term self-tracking experiences, their interactive
session, and GAI capabilities explored in the case scenario. Throughout our findings, we apply both quotation
marks and italics to “participant spoken quotes” and only italics to participant query text.

4.1 Participant Interactions and Experiences with GAI
In interactive sessions, participants used GAI for a range of goals, including analyzing heterogeneous health data
(P13), identifying correlations between health variables and lifestyle behaviors (P6, P12, P15, P16, P17), seeking
more creative and individualized recommendations (e.g., P7 asked for high-protein meal options personalized to
his demographics of Indian male in early 30s with skinny fat physique and preference to exclude tofu, P18 asked
for workout and recipe recommendations to aid in losing fat around her midsection), validating current practices
(P8, P10, P16), and identifying new health goals and how to start tracking for them (P10, P11, P14). Participants
also prompted GAI in different ways, asking a variety of questions, sharing different amounts of self-tracked data,
and refining, evolving, and abandoning queries based on responses. Table 2 presents participant motivations for
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Table 2. Participants interacted with GAI to ask questions related to their health goals, on topics ranging from general
wellness to specific health conditions. Motivations included working towards behavior change, obtaining a record of a
behavior, validating current practices or understanding, curiosity, and social sharing. Participants shared personal data in
their questions, including demographics, self-tracked values, and other observations or experiences. Supplementary materials
include additional topics in which participants expressed interest but but did not explore in the interactive session.

P# Motivations for
Tracking & Questions

Question Topic
# of Qs
Asked

Data Provided During GAI Interaction

P1
Behavior change
Obtain a record
Curiosity
Validation

Sleep 4 age, cardiovascular fitness level, stress level

Cardio levels 4 age, current cardiovascular fitness level, exercise/activity, target cardiovascular fitness level

Weight loss 3 target heart rate zone, target weight loss

P2

Behavior change
Obtain a record
Validation
Curiosity

Relation between various parameters
(e.g., sleep, heart rate, cardiovascular activity) 6 age

P3
Behavior change
Curiosity
Validation

Exercise/Active energy 2 age, calories burned, gender
Menstruation 5 first day of last menstruation, avg. daily exercise time
Heart health 5 age

P4 Behavior change
Obtain a record
Validation

Sleep 5 age, gender, class end time, sleep hours, student status

Blood pressure 3 chronic health condition

P5 Behavior change
Curiosity

Running/ Fatigue 8 runs per week, running dist. & pace, avg. daily steps, step count, foot condition, exercise-related
issues

Sleep 1 current sleep schedule, nap times, target sleep schedule

P6

Behavior change
Obtain a record
Validation
Curiosity

Magnesium supplements & migraines 5 –

Physical activity & pain 4 age, activity level, chronic health condition,pain triggers,
profession

Menstruation 4 –

P7 Behavior change
Social motivations

Diet plan 5 age, gender, current weight, target weight, height, ethnicity, dietary preferences, physique type,
workouts per week

P8
Behavior change
Obtain a record
Validation

Exercise for fat loss/muscle gain 5 preferred exercises
Pilates 10 preferred exercises, workout cadence, target weight loss time, location

P9 Behavior change
Curiosity

Premenstrual syndrome 3 –
Discontinuing birth control/hormones 6 time when stopped birth control, symptoms
Running 2 daily running distance, avg. heart rate, max. heart rate

P10

Behavior change
Obtain a record
Curiosity
Validation

Pupil size 3 –
Light sensitivity 4 observations from personal experience
Fatigue & its impact on the nervous system 1 –

P11
Behavior change
Obtain a record
Curiosity

Irritable bowel syndrome 5 symptoms
Running 4 amount of time mile run increased by
Sleep 4 observations from personal experience

P12
Obtain a record
Validation
Curiosity

Sleep 2 –

P13 Behavior change
Curiosity

Constipation 9 chronic health condition, diet, activity levels, supplements, exercises

P14 Behavior change
Curiosity

Dental health 5 –
Sleep 5 daily wake-up time, bedtime, nap times, sleep quality

P15 Obtain a record
Curiosity

Menstruation / PCOS 5 age, gender, height, ethnicity, period irregularity

P16 Behavior change
Curiosity

Weight loss 4 weight loss goal, interactions with tracking app
Weight loss & mind 1 mood

P17 Obtain a record
Curiosity

Vasovagal syncope 2 symptom, activity
Heart rate/running 1 heart rate, frequency
Menstruation 1 medication, medication stop date, bleeding frequency, blood condition

P18 Behavior change
BMI 1 gender, height, weight
Diet & exercise plan 3 fat loss goal, target body location, number exercise days, experience level, family medical history
Tracking app recommendations 2 –

P19
Obtain a record
Curiosity
Validation

Sleep 4 –

Physical activity & pain 4 –
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P6: Used GAI to identify correlations between 
her health variables and behaviors / practices, 
such as to understand the relationship between 
physical activity and hip / back pain.

P7: Used GAI to seek more creative and 
individualized meal recommendations toward 
personal health goals of maintaining a good 
physique and working towards his ideal body.

P13: Used GAI to analyze heterogeneous 
self-tracked health data, such as to identify 
causes and solutions for her chronic 
constipation issues.

P10: Used GAI to identifying new health goals / 
questions and how to start tracking for them, 
such as to understand the science behind pupil 
dilation and how to measure pupil size.

Fig. 2. Participants interacted with GAI around their health data in a variety of ways.Questions were shaped by their diverse
health contexts and goals, while specific interactions with and support desired from GAI were shaped by a range of expertise
(e.g., in tracking, in prompting). Vignettes detailing this range of experiences are included in supplementary materials.

tracking, question topics, number of questions asked, and different types of provided data. Figure 2 shows some
of the ways in which participants interacted with GAI during their interactive sessions.Supplementary materials
also include four vignettes illustrating the variety of ways participants interacted with GAI, and how expertise
levels (e.g., in tracking, in prompting) shaped that interaction and desired support. This section reports on
participant interactions with GAI during the interactive session and challenges encountered in asking questions
and reflecting on self-tracked health.

4.1.1 Shaping queries and deciding what data / personal information to include. Most participants shaped queries
as questions. A notable exception was P2, whose queries only included topics (e.g., queried blood pressure and
menstrual cycle expecting a response explaining any relationships between them). P1 and P18 asked GAI to
do “mathematical” (P1) tasks and P14 asked it to analyze uploaded datasheets. P7 had prior experience with
prompting GAI around his personal health goals and explicitly assigned the agent a role as a “health data tracker
or health and fitness expert” before providing personal details and asking GAI to craft a custom diet plan. However,
other participants (P5, P6, P10, P13) described challenges with not knowing how to formulate questions:

“The struggle is how do I phrase the question?. . . ‘I’d be interested to know what level of physical activity
[I should do]. . . ’ I just don’t know how to phrase my own tracking into like a question” (P6)

After asking questions, some participants remained uncertain they were “asking the right questions” (P11).
Although Copilot provided suggested questions after each response, only P8 clicked a suggestion, likely because
suggestions were not specific enough to what participants were seeking.
Participants provided different types of data or context in hope of more aligned or personalized responses.

Some provided numerical data, often with an expectation of numerical responses. P3, P9, and P17 intentionally
specified dates or timelines while seeking responses predicting the date of their next period or symptoms they
might experience according to the stage of their menstrual and ovulation cycle. When specifying numerical data,
participants often accessed their self-tracking devices and picked stats to include in queries (e.g., cardiovascular
fitness levels (P1), heart rate and running stats (P9)). However, participants also noted this was tedious and they
did not always know where to find desired values. Multiple participants provided “identifying” (P7) information,
such as demographics and body-related details (e.g., age, gender, race/ethnicity, occupation, lifestyle, body type,
height, weight), as they wanted responses personalized to those contexts. This also included information about
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existing health issues or known symptoms (e.g., hip / back pain due to scoliosis (P6), IBS symptoms (P11)) and
current practices (e.g., types of workouts and pilates movements (P8), prior treatments and their effectiveness
for relieving chronic constipation (P13)). Participant motivation for providing such information was often to
avoid general or harmful recommendations (e.g., that might not be appropriate for people with specific chronic
issues) and redundant recommendations (e.g., things they have already tried). Participants often combined these
different types of personal information when shaping queries, seeking even more tailored responses (e.g., age: 26;
gender: female; role: master’s student with night classes end at 10 pm (P4); a lupus patient (P4)). Despite providing
demographics and other relevant context, participants often did not find GAI responses appropriately tailored, as
we report in Section 4.1.4.

Participants also expressed challenges or discomfort sharing certain types of personal data. For example, P11
felt “weird” sharing their weight and described privacy concerns around uploading “specific numbers” because
they would not want “random people on the internet” to have access to their personal health details. However, P11
also acknowledged “other companies already have all my data anyways.” Others (e.g., P5, P14) were less concerned
about privacy, describing being “liberal” (P5) about sharing self-tracked health data (e.g., exercise, diet) and not
feeling a need to “protect” (P14) it as “you cannot really do anything dangerous with it” (P5). P8 further noted
being open to sharing her personal health data to improve GAI models “if it would help everyone collectively” by
making GAI models more “trustworthy” and based in “people’s real life scenarios” instead of “whatever [GAI] can
find on the internet.” Several described challenges providing custom data or asking related questions, including
how to convey data and insights from health tracking applications. P12 wanted to upload his self-tracking data
from Whoop (a GAI-enabled fitness tracker), but did not know how to export it in csv format, and then ultimately
did not ask many questions in the interactive session. P3 described potential for error if she tried to use data
from Apple Health to ask questions, doubting her “ability to relay my data to the computer.”

“As soon as I take [health tracking data] out of the Apple Health app, there’s a chance for the information
to be misrepresented in a [ChatGPT] prompt. It’s not even that I don’t trust the machine, but I don’t trust
myself to deliver the appropriate prompt. . . like to interpret the data and then feed it to a machine that
again, is going to utilize patterns and recognition. . . If I use just the wrong words, it [ChatGPT] will spit
out garbage, which could mislead me. . . ” (P3)

Similarly, P6 described not knowing how to “input” her maximum heart rate, because she did not know what it
was, but “Fitbit, it probably just knows that without my knowledge.”

4.1.2 Evolving and refining queries based on responses. Participants asked follow-up questions and
progressively added more personal information to “improve” or better align queries to their needs. P5
wanted recommendations on how to “switch up my routines to start getting into longer runs without overexerting
myself.” After several iterations, she provided a week of step count data to give GAI “a better idea” about her
activity levels. Participants also followed up when they felt responses were incorrect or contained information
they already knew. Three (P1, P2, P4) included credibility prompts in follow-up queries, explicitly asking for
recommendations based on research (P4) and peer-reviewed resources (P1), with P1 further checking quality of
resulting references and noting she would better trust responses that “cite real data.”
Participants evolved queries to connect two or more forms of health goals for which they tracked. P1’s

queries progressed from understanding what her sleep-related goals should be (How much deep sleep do I need
each night?) and what her cardiovascular fitness reading means (What does a cardio fitness level of 26.5 mean for a
female aged 30?), to connecting the two and adding a third variable (high stress) to ask How much deep sleep does
a 30-year old female with low levels of cardiovascular activity and working under high stress need?
Participants also refined wording to describe health goals (e.g., from losing weight to losing body fat). They

described that being precise with query formulation and wording was especially important in a context like
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health: “the consequences for getting bad health information are greater than the consequences of something, say, not
summarizing my email correctly” (P3).

After forming queries in different ways, some participants described that GAI perhaps could not break down
complicated or multi-step prompts, so they provided more scaffolding in queries by breaking down and
re-framing them. P10 noted that “instead of trying to ask clever questions,” he could try describing his “observations
in detail” and “be one level less abstract,” asking questions like “Hey, I noticed when I do this, this is the reaction.
Can you explain?” After using this approach, P10 felt more satisfied with the response. P14 described breaking
down and re-framing his queries in a similar manner to “coax” GAI to a response he found useful.

4.1.3 Ongoing reflection and sense-making. Reflection happened throughout participant interactions with GAI,
sometimes leading them to evolve information goals. P10’s information goal evolved from measuring / tracking
pupil size and understanding what factors affect pupil size, to understanding what other factors affect light
sensitivity. P10’s expertise in self-tracking and analyzing his data for a variety of short-term and long-term
health goals likely informed his ability to reflect on and evolve his goal based on GAI responses. P6 evolved from
querying to understand whether magnesium helps with her migraines and what magnesium supplements to use,
to querying about other lifestyle changes that might help prevent migraines and which she might also consider.
Participants were motivated to act on recommendations they considered both aligned with their goals and

appropriate to follow:
“I would like to try this out. . . Because this seems doable. . . Because 150 minutes of exercise per week
means they’re safe. I could just work out for five days a week. So that’s 30 minutes each day. . . it’s not
like, it recommended me taking some sort of medication or something. So I don’t think I would need to
consult someone for increasing physical activity. . . I know I can increase physical activity, and that’s
fine.” (P1)
“I don’t feel that it is necessary to ask [a professional before experimenting with a change in my sleep
schedule]. . . because this time [11pm-3am suggested by ChatGPT] already makes more sense than my
original sleeping time like 4pm to 8pm or something. So I think I can give it a try first. . . I think I will
take action to try the suggestions ChatGPT gave me.” (P4)

Both participants felt recommendations about exercise and sleep were appropriate, but may have taken these
recommendations based only on face validity (i.e., fiting what participants might expect is appropriate). Although
multiple participants received recommendations related to tracking changes, few explicitly expressed interest
in implementing those. P11 said they might “start just noting down if I had like chickpeas or like other foods
that day and then how I felt later on or the next day”, and P10 and P14 said they would try the approaches GAI
recommended for tracking pupil size and pocket depth. P14 felt he could trust the GAI-generated recommendation
to take a photo of his teeth to measure and track pocket depth because it seemed benign—“I do not see how this
could go super wrong”—and was not “sketchy” like “stab a toothpick in your gums or something.” Lastly, multiple
participants used responses to validate things they already knew or activities in which they already engaged. This
meant sometimes “ignor[ing] the answers” they “didn’t really vibe with” and using other parts of those answers to
“reaffirm the activities that I already do” (P8).

Although most participants asked follow-up questions, sought clarifications, or refined queries, some (P2,
P6, P8, P10, P13, P17, P19) tried to align responses to their needs without follow-up questions. This included
correlating and making sense of responses relative to their own experiences and understanding. P13 discussed
whether different parts of a response about potential GI tract dysfunctions applied to her:

“Celiac I’ve heard of that before. . . that it can cause constipation. I actually experienced that a lot with carbs.
That’s interesting. . . Electrolyte deficiencies? I’ve tried electrolytes before so I don’t know if that’s what
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I’m looking for. . . Fibromyalgia, that could be a possibility. I do have certain myalgic-like symptoms. . . ”
(P13)

Some further tried to correlate responses to their self-tracking. For example, P6 reflected “it was good for me to
look at my data and look at what this information is telling. . . Like this information is telling me that I need to be
gradual with my increases and decreases, and I obviously have not done that.”
Participant processes of reflection also included re-calibrating perceptions of what support GAI can provide.

Some were surprised, like P6 who noted “I think I underestimate the power of AI and what it can do.” On the
other hand, P11 stopped querying after being satisfied with responses: “I would need to enter in very specific
numbers to get anything super personalized. So yes, as for how specific my questions, the responses are on par with
my expectations.”

4.1.4 Abandoning querying goals. When not satisfied, participants either evolved queries (as in Section 4.1.2) or
stopped because they felt unable to get support they were seeking.
Multiple participants described struggling to get GAI to integrate provided data (e.g., numerical data).

P5 described not knowing if GAI “actually uses the numbers” and feeling responses providing calculations
or numerical recommendations were not consistent. Similarly, P7 provided all variables required to perform
calculations, but GAI responded with formulas for calculating BMI, energy expenditure, and calorie deficit
without performing the calculations, leaving P7 to do the math himself, even though he felt it “should have been
done”: “Why didn’t it do the math when it had the input?” P7 further attempted to refine his query and sought
recommendations tailored to his demographics and personal context, but remained unsatisfied. He felt GAI
“completely butchers the whole context” by becoming “fixated” on one aspect of his prompt (providing Indian meal
options) while ignoring others in previous prompts (high-protein meal options). P7 was also unsure whether GAI
was using context he had provided about his “physique,” “culture,” and “genetics.”

Other reasons for abandonment included when responses were too generic or “abstract” (P8), “repeated back to
me the things that I said” (P13), provided already known or unwanted insights (e.g., advice for temporary pain
relief (P13)), or lacked “empathy”, “reminiscent of the old man doctor who just tells me my problems. . . not directly
addressing your issue, or even acknowledging that you are in discomfort” (P5). Participants explained responses like
these left them unsure of next steps. P13 noted “It’s like a good generic list, not really sure where to go from here.”
For P8, advice about what to track was too vague to be actionable: (e.g., “nutrition, variety, and progress tracking
feel really vague. So like progress tracking, monitor your progress and adjust as needed. . . in my head I’m kind of like
is that tracking my weight? Or do I get those body scans and I track my BMI, and body fat percentage?”

4.2 Participant-Identified Opportunities for GAI Support in Planning, Tracking, Reflecting, and Acting
We report types of support participants desired from GAI around personal informatics processes, including
planning for self-tracking, tracking, reflecting on tracked data, and acting upon resulting insights. Participant-
identified opportunities draw upon experiences in the interactive session, their exploration of the case scenario,
and their long-term experiences with health and self-tracking.

4.2.1 Supporting people in deciding what and how to track for health goals. Identifying questions to answer
and variables to track. Participants described wanting GAI support in identifying questions related to their
health goals and variables to track toward answering those questions. P10 wanted to learn about measuring and
tracking pupil size because he was not sure what questions he might have. Although an expert at self-tracking
and analyzing his data, P10 was unsure if pupil size was a valuable measurement, how to track it, or if it aligned
with his new goal. He highlighted that many people “don’t even know what to track or what they should be worried
about” and considered this an opportunity for GAI. By the end of his interactive session, P10 was convinced pupil
size is relevant and had a better understanding of how he might track it (e.g., using a recommended smartphone
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app), though he needed to collect data before he could identify concrete health goals or questions. Similarly, P6
expressed wanting to know “what am I not tracking now that I should track” and indicated that might help her
identify questions or health goals:

“I only look at the things I’m tracking, but there are probably things that I should track that I don’t. . . . I
think Copilot has more capacity to tell me like ‘here are things that are helpful for knowing when trying
to understand your side effects. . . But we notice that you’re not tracking this. Why don’t you consider
doing that?”’ (P6)

P6 also described she would be interested in leveraging GAI to “narrow down” factors to track to better understand
and act on hip and back pain.
Some found GAI support demonstrated in the case scenario to be less proactive than what they desired. For

example, P12 felt that “all the tracking ideas” in the case scenario were from the character interacting with GAI
and GAI itself “was more assistive where it tried to just draw the patterns and create a worksheet” (P12). P12 already
had experience using a GAI-enabled fitness tracker and would have appreciated if “AI could go one step forward,
and I could just tell it my problem that I have shoulder pain, and then it helps me figure out what I should track,
like work out, work stress, and whatever.” However, P12 acknowledged difficulty in identifying “general [tracking]
metrics” that work well for everyone and speculated GAI might help individuals “ideate” contributors to their
specific health concerns. Others indicated potential for GAI to be more interactive in recommending tracking
(e.g., “Hey, do you happen to have a step tracker?” (P10)). P9 reflected that GAI might already be doing that in
some capacity:

“Copilot is helping [the character in the case scenario] focus more on what to ask Copilot, which, in a
way, it was also doing for me. . . Because based on the responses I would be. . . thinking, ‘oh, these are
things that I would like to ask a little bit more about, to learn a bit more about’. . .which did not occur to
him like 10 min ago when asking the original question. . . ” (P9)

Others also appreciated GAI support in “brainstorm[ing]” (P17, P18, P19) and “bouncing off ideas” (P17) for
tracking.

Deciding how to measure and track. Even when participants know what to track, they described challenges
defining metrics or measuring variables. One reason was they did not know how to quantify concepts. P8 queried
to learn how to assess whether pilates is an effective exercise for her. Although GAI recommended tracking
strength and endurance “metrics” to self-assess progress, P8 desired more explanation of such metrics and how
to track them:

“I feel like I would have to come up with some way of tracking like strength and endurance. . . I feel like the
last one [recording any pain or discomfort during pilates sessions] is easy for me, like if I feel discomfort,
it’s like I know of it immediately, but, like the rest of it. . . I don’t know if I am improving for flexibility
and range of motion. . .maybe the first day of every month I to try to touch my toes or do yoga. So I have
something to compare it to. I feel like in isolation, I don’t really know how I can keep track of this. . . ” (P8)

After further prompting (e.g. How do you suggest you can track strength? What are concrete activities I can do to get
a better sense of how pilates is helping me?), P8 received recommendations such as maintaining a workout journal,
taking progress photos, and self-assessing how she feels after each session. She felt progress photos were a good
suggestion, but she was still unsure how to self-assess after each session.

The case scenario included a GAI-created tracking template. Participants generally appreciated its definitions
of tracking with recommendations for format (e.g., scales, describing location of pain) and granularity (e.g., scale
from 1-10), but some wanted further explanations of how to measure variables, such as how and when to measure
stress levels. P7 had concerns about how to input data, wanting an explanation of “here’s how you input this kind
of data or track this” or “how to track these over the next few days.” Participants also wanted more descriptions of
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how to quantify variables. For example, although the scale’s endpoints were labeled—0 means no pain and 10
means severe pain—participants wanted more guidance about intermediate levels. P12 further described how
scales could be subjective, with individual biases impacting tracking (e.g., individual perception of stress could be
influenced by factors such as workload and physical exertion). Rather than subjective or ambiguous-to-interpret,
P12 wanted “very concrete objective metrics.”

4.2.2 Assistance with setting up and evolving tracking regimes. Multiple participants described wanting support
creating and maintaining “robust” (P5, P8) tracking plans. P8 described tracking setup as the “hardest part”, but
that maintenance was a challenge if “a new metric to track” meant she had to “start over”. P8 thus liked how
Copilot could generate a tracking template, as that could “reduce the barrier to keeping track of all these new
metrics.” P5 wanted a worksheet “like a doctor will give you. . . and tell you to fill it out and bring it in next week.”
P13 and P18 wanted to upload their tracking spreadsheet or data log from a tracking application, as explored in
the case scenario, and to try using GAI to generate a better spreadsheet (P13) or to identify “inefficiencies” (P18)
in their current tracking. P18 also appreciated the case scenario showing how Copilot helped modify existing
tracking regimes. However, some others found worksheets tedious to manage, “inaccessible” (P6) when needed for
tracking, and of unclear utility even once filled out (e.g., “Do you upload it to the chatbot or show this to someone. . . .
show to your doctor? Maybe just show next steps. . . (P15)).
One suggestion was to integrate data from tools a person already uses and support configuration of custom

tracking based on that:
“I would input all the ways that I keep track of health already, and then see if they can integrate it or
make it better. . .Maybe, like the calendar, Strava, Notion template. . . I think if I input that, then it closes
the bridge. . . taking the information I provide and like recreating a template with the edits. So it would
just give it to me. . . that would help with actually implementing it.” (P8)

4.2.3 Supporting direct integration of self-tracking data with GAI. Although only P14 attempted to directly upload
their self-tracking datasheet in the interactive session, multiple participants said they wanted to directly integrate
self-tracked data into GAI, by either uploading spreadsheets or integrating tracking devices. This could reduce
errors in relaying information (P3), provide integration across applications (P7), and address challenges around
formulating precise prompts (P6). The case scenario demonstrated uploading an image of a datasheet, in part to
elicit reactions and in part because early participants had not explored uploading multimodal data. Participants
appreciated GAI ability to use multimodal data (e.g., “[Directly uploading datasheets and images as in the case
scenario] just kind of blew my mind. I’m like, Oh, my gosh! Why didn’t I think of this? This is like so useful!” (P13)).
Participants then also anticipated additional opportunities for GAI to integrate and interpret non-textual data
such as photos or videos (P8) and handwritten notes or data tracked on paper (P11).

4.2.4 Support for understanding and interpreting insights enabled by health data and GAI. To better understand and
act on health data insights, participants wanted additional support for interpretation. This included for “parsing
qualitative[ly tracked] data” (P14), condensing long responses (P3), and providing meaningful explanations (e.g.,
“most people don’t want data. They want to know how you came to the data, like, what is the magic you did? So then
it doesn’t seem like magic” (P7)). Participants described that GAI could help organize data into easy-to-understand
formats (e.g., summaries, visualizations, lists). Although some preferred visualizations over text (e.g., P11, P12,
P16, P19), others (e.g., P1, P9) wanted further explanations to understand visualizations. Participants also asked
for data about other people and their experiences. P9 felt responses lacked a “human voice aspect” and wanted
“testimonies of other people” against which to compare her own: “people saying, ‘Oh, this is the experience I went
through. . . ’ I guess that’s kind of what I was trying to get at when I was asking it like ‘what percentage of people
have PMS for 2 weeks or so?’. . . like what do people actually experience?” P6 and P8 wanted examples of how other
people were implementing similar recommendations.
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In wanting support with interpreting data-based insights, participants remained concerned about hallucinations:
“If it [a data-based insight] is coming from an AI assistant, I would not trust it a lot. I would personally
check the graph and then go and verify with my data to ensure that it did not hallucinate. . . If it gives
me a pie chart, I’m going to verify if the data it is using is not. . . It is just hallucinating that data. Or if it
[GAI] is given me a correlation, I would go and see 2 or 3 data points just to verify, just to do a sanity
check that it is not been hallucinated.” (P12)

P4 and P9 raised similar concerns and wanted to verify GAI-generated insights with a trusted medical provider.

4.2.5 Needing GAI to take initiative, be interactive, and provide in-the-moment support. Participants described
opportunities for GAI to be “proactive” (P14), seek clarifications, and share data-based insights without explicit
querying. P1 wanted GAI to “not just spew out the calculation of how much calorie deficit you need every day” but
to ask follow-up questions such as “Why do you want to lose X pounds in a week? What is your motivation?. . .Have
you been working out regularly?. . .Are you practicing any form of diet or calorie deficit programmes?”, feeling this
could provide better context, support “better answers”, and reduce risk of potentially harmful suggestions. P5
similarly shared that GAI “should also ask me questions in return” to get a more “holistic” understanding instead
of “operating in a vacuum.”
Participants described how mixed-initiative approaches could support navigating challenges around

formulating questions. A “prompt generator” (P3, P7) could provide support by asking for specific health data
(P6), for “key pieces of information” (P19), or by sharing potential queries so that interactions do not feel like
“throwing things out into the universe and getting back like canned answers” (P3). Others described how GAI should
analyze their data and “send notifications” (P7, P14) to share insights:

“you didn’t have to have a sit down session to be able to analyze the data. It would just ping you a
notification and say something like. ‘Oh, I noticed that on days where you have caffeine after 3 pm, you
haven’t been getting great sleep.”’ (P14)

They described system-initiated insights as useful because they may not “seek it out unless something is wrong” (P3).
P9 described that in-the-moment recommendations based on prior sessions might better support taking action:

“I think part of it is just the timing of it, like reading about it beforehand and executing it 5 hours later is
probably going to be a little difficult for me in terms of just retaining that information and reminding
myself when I’m running. I am in the zone, and I don’t really have capacity to think about anything else,
so I doubt there would be a moment where I think, oh, this is a moderate pace, or this is high intensity
interval training. . . I don’t think I have the capacity to categorize my running into those spaces while I
am doing it” (P9)

P9 further described Fitbit’s analysis of her heart rate while running (e.g., “you can do like a kilometer at the heart
rate of like 155” ) as a model for opportunities for GAI.

5 Discussion
We reflect on our findings and discuss key considerations around: (i) GAI in self-tracking tools to account for
a range of health goals and questions, (ii) GAI opportunities for providing scaffolding at different stages of
self-tracking, and (iii) concerns and implications in embedding GAI in personal health informatics tools.

5.1 Accounting for a Range of Goals andQuestions when Providing GAI Support for Personal Health
Informatics

Consistent with prior research [14, 29, 72], participants self-tracked for a variety of goals (Table 2) and queried
GAI for a range of needs (e.g., summarizing heterogeneous health data, identifying correlations and new variables
to track, validating current practices, seeking recommendations) (Section 4.1). However, participants grappled
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with formulating and aligning queries to their diverse goals and needs, often leading to query abandonment or
lack of satisfaction with responses (e.g., Section 4.1.1 and 4.1.4).

In interactive sessions, participants employed varying prompt engineering strategies (e.g., assigning GAI a role
(P7), detailing context (P6, P11, P13, P17), providing numerical data (P3, P9, P18)). Despite using prompts aligned
with best practices [19, 68], participants encountered challenges obtaining responses aligned with their goals.
As described in Section 4.1.2, participants broke down queries by describing observations, providing context,
and then asking about specific relationships between health variables or practices. For some, this resulted in
useful insight, while others did not receive a response they found useful. Such variation may be explained by
differences in whether participant data contained sufficient information to generate useful insights. However,
we observed that GAI tools used in this study seemed to handle some questions (e.g., identifying presence of a
relationship) better than others (e.g., identifying interactions between different potential causes of a problem).
Some participants were also unsure what context might be useful to describe or how to best describe it, and may
have benefited from tools asking more questions to elicit this information. Additionally, not all participants knew
how to break down queries or about the capabilities of GAI tools used in the study. P13 and P18 learned about
the ability to upload a tracking spreadsheet from the case scenario, too late to apply it in their interactive session.
Some of these challenges are common in general-purpose GAI agents [22]: without explicit cues about a

system’s capabilities, people are unsure of what to try or how to use it most effectively. Even the conversational
agents used in this study may have been more usable for participant health goals if they were presented in an
interface that offered examples and highlighted some of the ways participants could use the tool to access support.
Combining structured inputs (e.g., prompts for people to describe and categorize a goal [2, 74]) or query-templates
for a variety of goals may have resulted in greater success for study participants.

5.2 Opportunities for GAI to Provide Scaffolding in Personal Health Informatics
We discuss opportunities for GAI to better scaffold support for challenges across stages of self-tracking, including
extending participant-identified opportunities with additional context from prior self-tracking research. Although
our study design means we primarily observed participants using GAI to reflect on their health data, participants
identified opportunities for support across deciding what and how to track, setting up and evolving tracking
regimes, and interpreting and acting upon health data insights (Section 4.2). We directly observed some of these,
while other participant perspectives were more speculative (e.g., a stated intent to act based on insights from
an interactive session still needs be translated into actual action). Our findings can guide future research that
examines longer-term experiences with GAI-integrated health tracking tools.

5.2.1 Supporting planning for and evolution of self-tracking. Participants described barriers in defining what and
how to track, together with opportunities for GAI support (Section 4.2.1). This included seeking recommendations
of variables to track towards their goals, how to measure those variables (e.g., scales to use), and how to
operationalize measurements that felt “subjective” (P12). These challenges of quantifying health variables that
can be measured or perceived in different ways correspond to prior work in transforming qualitative goals
into quantitative goals [61] and in examining how people align health goals, information goals, and tracking
goals [74].

One opportunity is to support planning of tracking according to established best practices in personal health
informatics. P12 emphasized that a scale for tracking stress could feel subjective in part because stress can
be affected by other factors (e.g., physical exertion, workload) (Section 4.2.1). This is consistent with research
that people who track to understand an outcome (e.g., stress) often fail to track potential contributors (e.g.,
physical exertion, workload) and therefore struggle to understand their relationship [14]. Recent research has also
highlighted potential for GAI-enabled journaling [44] and personalized prompting [59] to encourage self-tracker
reflection on contributing factors. GAI could thus be leveraged in prompting individuals to consider tracking
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such context and contributors alongside a primary variable of interest, consistent with participant suggestions
that GAI could help individuals “ideate” (P12) and “brainstorm” (P17, P18, P19).
Participants also described being unsure how to use scales with high granularity (e.g., a 10-point scale for

pain), which prior work supports interpreting as participants lacking an information goal warranting that level
of granularity [74]. GAI could support better aligning tracking to goals (e.g., recommending tracking a Boolean
presence or absence of pain), which could be informed by recent explorations of using GAI to structure self-
reporting prompts according to information goals [83]. Another opportunity arises in revising tracking over
time (e.g., changing format or granularity). Sefidgar et al. [74] found that tracking plans need to be revisited and
re-aligned when information goals evolve, and P8 expressed concern about “start[ing] over” if her tracking needs
changed. GAI could perhaps support P8’s desire for “robust” tracking plans by supporting evolution in terms of
both new tracking and preserving value of an individual’s previously-collected data.

5.2.2 Providing knowledge and context for supporting individual goals and reflection. In our study sessions,
participants used GAI-generated content to support their understanding in reflection (Section 4.1.3) and they
described wanting more support like this (Section 4.2.4). This content could validate existing understanding and
support inferences around how content might apply to individual goals and questions.

Prior research emphasizes a lack of effective ways to obtain knowledge and integrate contextual information
to supplement self-tracked health data [13, 51]. In practice, current tools address this by supporting specific goals
(e.g., food tracking tools often support weight loss goals). A system’s designers can then provide knowledge,
context, and scaffolding to support tracking and reflecting toward this set of goals (e.g., impact of diet, activity,
or other factors on weight loss). Although effective, this breaks down when people bring different goals (e.g.,
tracking food for goals distinct from weight loss [16], tracking physical activity without a goal of increasing
activity [38]). Research has proposed highly-configurable tools in which individuals define their own tracking
(e.g., OmniTrack [45]), but, by not constraining the supported goals, designers lack the constraints that help them
know what relevant knowledge, context, and scaffolding to provide [29, 50]. Recent research in goal-directed
tracking explores configuration at the level of individual goals [74]. This allows designers to consider and account
for a variety of goals, but is limited by requiring designers explicitly anticipate and account for the range of goals
that will be supported.

Our findings motivate exploring how GAI might be integrated into configurable tools, what types of knowledge
and context GAI can provide, and how scaffolding across self-tracking stages could support goals and reflection.
Other research has found that incorporating textual narratives alongside quantitative fitness data encouraged
deeper reflection, increased participant engagement, and was perceived as rewarding [77]. Future work could
investigate incorporating narratives to complement quantitative data and design GAI response formats to advance
individual goals. However, it will also be necessary to navigate potential harms where GAI-generated knowledge
and context is inappropriate, incomplete, or incorrect.

5.2.3 Supporting action on appropriate insights. Clarity in specific actions to take is a barrier to acting on health
data insights [50]. Participants stated intent to act on GAI-based insights, including making changes to tracking
(e.g., to begin tracking data related to stress levels and contributors, tracking foods that potentially contribute to
IBS symptoms) and health behaviors (e.g., changing diet, changing workout routine). GAI advised participants in
both what actions to take (e.g., do physical activity to reduce pain) and how to take action (e.g., gradual increases
or decreases in physical activity). We also observed participants changing information goals through reflection
(Section 4.1.3).

Actionability can include many dimensions that vary across individuals (e.g., understanding how to pursue an
action, being willing to pursue an action, being able to pursue that action). Motivated by concerns for GAI being
assertive despite lacking necessary context, prior research developed an interactive system that asks follow-up
questions and abstains from guessing when unsure, aiming to make GAI recommendations safer [52]. Informed
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by such approaches, support for identifying actionable recommendations amidst above-noted dimensions should
also evaluate recommendations for appropriateness (e.g., safety). An action of beginning to track an existing
activity likely does not require additional considerations (e.g., beginning to track consumption of certain foods
and their effect on symptoms (P11), tracking pocket depth by taking teeth photos (P14)). In contrast, some GAI
recommendations may require more care. P1 and P4 found recommendations on lifestyle changes to be benign (e.g.,
exercise more, better sleep at specific hours), explicitly stating they did not feel a need to consult an expert before
taking action (Section 4.1.3). However, such assessment of appropriateness might be based on face validity, and so
individuals might inappropriately trust recommendations that correspond to their existing beliefs or expectations
and might distrust recommendations that do not correspond. P1 reached a specific exercise recommendation
through calculations of her calorie burn rate and desired calorie deficit, and P1 seemed well-informed about her
body and appropriate levels of exercise and calorie control. We did not observe participants considering any
recommendations we would consider dangerous, and Section 3.2 notes our procedure emphasized seeking expert
advice prior to following GAI recommendations. Nevertheless, it may not be appropriate to assume that even
well-informed individuals will always seek expertise or otherwise know what behavior change recommendations
are appropriate.

Many safety concerns can depend on other personal context (e.g., existing medications), so approaches to this
challenge are likely complicated by challenges participants experienced in obtaining recommendations they were
confident accounted for their personal context (Section 4.1).

5.3 Concerns and Implications at the Intersection of GAI and Personal Health Informatics
Our findings underscore a need for designers and researchers to be mindful of potential harms at the intersection
of GAI and personal health informatics.

5.3.1 GAI breakdowns and risks of improper personalization. Participants noted shortcomings of GAI, including
shallow integration of personal data, repeating back queries without providing new insights, and failing to
provide actionable next steps (Section 4.1.4). Other known limitations of GAI include hallucinating, factually
incorrect or biased responses, and gullibility in being coaxed into desired or over-tailored responses [9]. Given
such breakdowns, the integration of GAI in personal health settings presents important potential for harmful
consequences. Participants raised similar concerns and described a need to verify GAI insights (Section 4.2.4). For
example, P7’s experience with GAI losing the context of his food-related queries was frustrating (Section 4.1.4),
but analogous breakdowns losing context of an allergy or an eating disorder could be harmful. Designers of GAI
in personal informatics tools could leverage techniques like chain-of-thought prompting to support reasoning
through a series of intermediate steps [84], but designer intent to effectively break down queries can instead
become coaxing of GAI, potentially introducing designer biases and assumptions that personal health informatics
research has found problematic [46].
Merrill et al. similarly highlighted risks of improper personalization in personal health settings [55], and

participants expressing frustrations with shallow integration of provided data and context. Integrations of GAI
that offer surface-level personalization without effectively tailoring their underlying recommendations could be
burdensome or problematically cultivate trust that is ultimately unwarranted. One approach could be through
direct integration of self-tracking data into GAI (e.g., directly uploading datasheets, integrating data from tracking
devices), which may help address challenges of relaying information and forming precise prompts (Section 4.2.3).
Recent research has explored direct integration of self-tracked health data (e.g., wearable data, survey data) for
personalizing the reflection and sense-making experience and for supporting actionable steps toward personal
health goals [30, 60, 66, 76], but seamless integration remains challenging. For example, an exploration of
combining wearable-triggered journaling with GAI support in a stress management context found a misalignment
in detection of stress events relative to when a person might actually want to engage with an intervention [60].
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Effective integration with GAI will also require addressing challenges around synchronizing, interpreting, and
analyzing data from varying types of tracking devices. Designers and researchers pursuing opportunities at the
intersection of GAI and personal health data should therefore be mindful of multiple challenges, from lower-level
challenges of data integration, to challenges of human-AI interaction design in specific personal health contexts,
to risks of improper personalization and a need for safety measures to prevent unintended consequences.

5.3.2 Careful what we wish for: implications for real-time GAI support in personal health informatics. Participants
extrapolated from their experiences to express a desire for GAI agents that could access real-time data, take
initiative, and provide in-the-moment advice (Section 4.2.5). Although some raised privacy concerns around
sharing personal health details, others were more open to sharing self-tracked data to improve GAI models that
could benefit self-trackers (Section 4.1.1). Situating participant perspectives within personal health informatics
research, we note similarities between the future some participants imagined and Fit4Life, a speculative
sensor-based health tracking system that employed principles from persuasive computing to provide real-
time, personalized feedback promoting healthier behaviors [69]. However, the authors of Fit4Life imagined it
to illustrate the potential for such in-the-moment feedback to create coercive and invasive designs that reduce
human experience to algorithmic input, undermine human agency, and raise concerns for surveillance and privacy.
A key question is therefore how to reconcile participant visions of future technology with this cautionary and
dystopian tale. One possibility is that support which is desirable in explicit and intentional engagements—such
as participants experienced in our study—would quickly become unappealing in ubiquitous and longitudinal
use. Another is that participants may have been implicitly expressing confidence in the ability of designers to
create systems that offer support that aligns with their holistic goals. Although some participants in our study
assessed reliability of GAI through explicit credibility checks and asking for research-based recommendations
(Section 4.1.2), further research in personal health informatics contexts is required to examine what activities and
roles people want GAI to engage in, potential concerns for overreliance, and what activities and roles people
want to keep for themselves. As our communities advance GAI-enabled systems for personal health, this is a
challenge that researchers and system designers must meet.

5.4 Limitations and Future Research
As noted in Section 3.4, our focus on people who already self-track meant participants could bring their existing
data, questions, and long-term experiences to the study. This supported us in learning about opportunities
and challenges for GAI to support various stages of self-tracking across a range of data, goals, expertise, and
health contexts, as summarized in Table 1 and Table 2. Although informative of experiences of people who are
experienced in personal health tracking and/or early adopters of new technologies [14], this choice also comes
with limitations and future research opportunities. First, new self-trackers may experience additional or different
challenges (e.g., not collecting key data needed for their questions [14]), need more suggestions [70], or not be
convinced about the value of tracking [43, 70]. People new to self-tracking may benefit more from the support GAI
can provide, while people with more experience may have already learned relevant lessons. Lack of familiarity
with tracking processes or with GAI may also lead to difficulty in prompting GAI for desired support and limit
meaningful interactions around personal health data. Inexperience may also make it more difficult to detect
responses that do not align with a person’s goals, increasing the risk of GAI creating harm. Future research should
engage with people new to tracking and with a broader range of technology experience (e.g., people unfamiliar
with using GAI), although ideally after designs have been updated to address opportunities identified in this
research. Second, participant demographics likely influenced their experiences in the study, but participants
generally did not address such influence. An example was P7, who used GAI to seek recommendations personalized
to his age, sex, and ethnicity but was unsatisfied with responses (Section 4.1.4). People with marginalized identities
or those not well-represented in GAI data may encounter biases [63, 65] not reflected in our study or experienced
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by our participants. It remains important for research to support a broad range of populations and to explore
potential differences in experiences based on factors such as demographics and identity, with goals for informing
more inclusive design of GAI-enabled health tracking technologies and preventing exacerbation of existing health
inequities (e.g., by disproportionately benefiting people who are more educated, technology savvy, or of specific
identities and cultural backgrounds).

Additionally, our single-session study design focused on participant experiences with GAI during the interactive
session and participant attitudes about potential future use after interacting with GAI and seeing the case scenario.
Developing systems or further technology probes that address opportunities highlighted by our findings (e.g.,
deeper integration of GAI tools with personal data libraries, helping people identify opportunities for GAI support
and craft effective prompts toward that support, helping people translate query sessions into effective action)
may be an important prerequisite to successful future longitudinal studies of GAI tools that support individuals
across stages of personal informatics processes. Although our study did not limit participants to text-based
interactions with GAI, participants generally did not upload and analyze multimodal data (e.g., images, datasheets).
Participants appreciated demonstration of this capability in the case scenario (Section 4.2.3), motivating future
research that examines multimodal GAI interactions around diverse forms of self-tracked health data (e.g.,
wearable data, images from physical journals, progress videos). We used existing, real-world GAI tools (i.e.,
ChatGPT, Copilot) as design probes, and those tools continued to evolve over the course of our study. Finally, so
that participants could comfortably share their personal data with the GAI tool during the study session, for all
but the first four participants, we used a version of Copilot that included commercial data protection. Although
this commercial data protection may have reduced participant expressions of concerns around privacy, some still
noted unwillingness to share specific health details (Section 4.1.1). Future research should further examine data
ownership and privacy concerns around GAI in personal health informatics.

6 Conclusion
We presented a qualitative study examining self-tracker interactions with GAI as they worked to understand,
interpret, and plan action upon self-tracked health data, including data collected using wearable and mobile
devices. Participants formulated questions based on their data and reflected on GAI responses in a variety of
ways. They refined and evolved queries, both according to information goals and as information goals evolved in
ongoing reflection and sense-making. They progressively included more personal context and data, and they broke
down and re-framed instructions toward desired responses, but also ultimately abandoned queries where GAI did
not meet their needs. Reflecting on both their experiences in the study session, their long-term experiences with
personal informatics, and past experiences using GAI, participants described opportunities for GAI support in
self-tracking for health. This included support in deciding what data to track and how, setting up and modifying
tracking regimes, and interpreting and acting on data-based insights. Finally, we further discussed these findings
in terms of the potential integration of GAI in self-tracking tools to support a range of health goals and questions,
GAI opportunities for scaffolding planning, reflecting, and acting on health data insights, and concerns and
implications in embedding GAI in personal health informatics tools.
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A Screening Survey
Checking Eligibility
(1) Are you 18 years or older? [Yes -> Continue; No -> END SURVEY]
(2) Do you track data to better understand and answer questions about your health?
Questions about Health Tracking Data
(1) What kind of data do you track? (e.g., exercise, diet, sleep, chronic health conditions, pain level, etc?) What

do you use to track data about your health? (multiple options can be selected) [Paper-based mediums (e.g.,
Diaries, journals, calendars); Mobile or web app; Wearables (e.g., Fitbit, Oura ring, Apple watch); Physical
devices (e.g., BP monitoring machine, cough monitor device); Other ______]

(2) Have you had any recent questions you wish to answer using self-tracking? (e.g., Does caffeine consumption
cause migraines? What kind of exercises trigger knee pain? Does lack of sleep correlate to raised blood
pressure?). Please give a few examples of specific questions. __________
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(1) Please provide your email address. We will use this to schedule a session with you. __________
Demographic Information
(1) What is your highest education? [No schooling completed; Nursery school to 8th grade; Some high school,

no diploma; High school graduate, diploma or the equivalent (for example: GED); Some college credit,
no degree; Trade/technical/vocational training; Associate degree; Bachelor’s degree; Master’s degree;
Professional degree; Doctorate degree]

(2) Do you work in healthcare or/and technology? [Healthcare; Technology; Both; None]
(3) What is your age? __________
(4) What is your sex? [Male; Female; Other ______; Prefer not to say]
(5) What is your gender? (multiple options can be selected) [Woman; Man; Self-describe ______; Prefer not to

say]
(6) What are your preferred pronouns? __________
(7) Which race or ethnicity best describes you? (Please choose only one) [American Indian or Alaskan Native;

Asian / Pacific Islander; Black or African American; Hispanic; White / Caucasian; Multiple ethnicity/ Other
(please specify) ______]

(8) What country do you currently live in? __________
(9) Have you used a Generative AI-based tool or chatbot (e.g., ChatGPT, Microsoft Co-Pilot) before? (You will

not be disqualified if you answer No to this question) [Yes; No]

B Study Protocol
Hello. I am _____. I am conducting research to understand how people may use AI-based technology to answer
questions about their health and draw insights from their health tracking data. Thank you for agreeing to
participate in our study. I would like to reiterate that you may decline to answer any questions or withdraw from
the study at any time.

I plan for the study session to last a maximum of 90 minutes. The session will be conducted in 3 parts [P1-P4] /
4 parts [P5-P19]:

(1) First, I will ask a series of general questions related to your health tracking practices and data.
(2) Second, you will interact with an AI-based technology, namely ChatGPT [P1-P4] / Copilot [P5-P19], to ask

specific questions you have from your health tracking data and to reflect on the responses you receive.
(3) Third, I will also show you a case example created using real health tracking data to demonstrate different

capabilities of these technologies and get your thoughts on that. [Only for P5-P19, not presented to P1-P4]
(4) At the end, I will ask questions about your experience with the overall study and of interacting with these

different technologies for drawing insights from your health tracking data.

B.1 Initial Interview
I would like to start by giving a short introduction to our study and why we are doing it. Self-tracking is a popular
approach for understanding and keeping tabs on one’s health. With the coming of tools, like ChatGPT and
Microsoft Copilot, there may be an opportunity to use them to provide personalized care and recommendations.
So I am doing this study to better understand the potential of the underlying AI of such tools for supporting
people in drawing more actionable and useful insights from their health tracking data. I am curious whether and
how such tools can support people like you in making sense of and acting on health tracking data. When I say
people like you, I mean those who already track their health data and want to answer specific questions based on
it or use the data to make decisions about their health and lifestyle. So I am interested in seeing how you prompt
such tools using your tracked data and would also like to learn about your perceptions about the responses you
receive. Any questions before we begin?
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To start with, in the survey, you indicated that you track your health and want to understand it better/answer
specific questions. Could you tell me a little more about what you track, how you track, and what questions you
want to answer based on your tracking?

• Why do you want to answer this question?
• Have you been able to answer this question? If not, why not / what has been the challenge? If yes, could
you tell me more about how you were able to answer the question? Have you tried to use your self-tracking
data to answer this question? (Why/Why not? / If yes, describe how?)

• Have you taken assistance or guidance from someone (e.g., doctors) on how you can answer these questions?
• Anything else you want to share about your health tracking practice or data?

B.2 Interactive Session
Now, we will move on to the second phase of our session. In this, you will use a tool called ChatGPT [P1-P4] /
Copilot [P5-P19] to ask the questions about your health that you just described to me.
First, I would like you to open and explore the interface. Feel free to type and ask it questions.
SHARE SCREEN AND GIVE SCREEN CONTROL
Now, I would like you to ask the health related questions you have here.

• For ChatGPT participants (P1-P4): Please refrain from trying to upload your health data or share too much
private information. However, please do ask the specific questions you described earlier.

• For Copilot participants (P5-P19). Feel free to use the Chatbot version or the bigger/note-form questions +
different modes. Unlike commercial softwares like OpenAI’s ChatGPT, we are using a [organization name]
licensed version of Microsoft Copilot. While Copilot has the same underlying software (GPT4) as ChatGPT,
this version of Copilot has commercial data protection, which means it will not store any questions you ask
or data you decide to enter or upload here and Microsoft will not use that data to improve its models. This
makes it safer to upload and share sensitive information, including health data. So, please ask the specific
questions you described earlier.

And as you go about it, think out loud about what is going on in your head.
[For each question: ask participants how they feel about the answer and prompt them to add more

details/specifics (if needed) to get a more appropriate answer.]
• How do you feel about this answer? Positives? Is there anything missing in the answer? Can you add
something more to your query/question to make it more specific or clear so as to get a more appropriate
answer?

• How are you deciding what specifics/details to provide in your query? What kinds of data are you
comfortable putting into this tool? Are there things/data you are not comfortable inputting? Why?

• What are your thoughts on how useful the answers/recommendations are? In what ways is it useful? In
what ways is it not useful?

• Do you think this response is personalized to you?Why/ why not? Is there something (e.g., more data/details,
specific prompts) you could add in your query to improve the response?

• Do you trust the answer/recommendations? Why/why not? If not, what is it about the response you do not
trust? Is there something (e.g., more data/details, specific prompts) you could add in your query to improve
the response?

• What will you do with the information? Do you feel you learned something new or useful? [If needed] Did
the responses change your understanding of something about your health that you already knew about?
[If needed] Do you anticipate changing anything in: your lifestyle or health practices, what/how you track
your health?
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• If you think you can use this information/recommendations, how will you go about doing that? Do you
plan to consult someone (e.g., medical providers) before taking any steps?

B.3 Case Scenario [Only presented to P5-P19]
Thank you for interacting with the interface and asking questions based on your health data. What I’d like to
do next is walk you through a scenario we developed. It uses real data that a person tracked, but the series of
prompts I’ll show you are ones that we developed. Because different people I talk with try different things with
their data in this interview, my goal is to make sure everybody has seen some of the capabilities that we want to
be sure to talk about. So after I show this to you, we’ll talk more about your thoughts on using these tools for
health questions, based on your own data and this scenario.
PRESENTATION OF CASE SCENARIO (described in Appendix C and slides included in supplementary material)

• Do you have any initial thoughts about this scenario?
• What do you think about how John prompts the interface, including how he directly shares/upload health
data to the interface and forms questions?

• What are your thoughts on the responses/insights provided by the interface based on the uploaded health
data? Usefulness / appropriateness? Personalization / specificity? Actionability? Trustworthy / accuracy /
credibility / potential harms?

• Did you feel the interface made assumptions about John’s data or health? If so, what are your thoughts
about that?

• Are there any other capabilities of this interface demonstrated by this case example that you thought are
useful?

• Are there any other capabilities which might not be represented in this case example but you feel would be
good to have/useful for supporting reflection and sense-making of health data?

B.4 End-Of-Study Interview
I would love to know your thoughts about our study and your experience in this session. Any general thoughts
on the interface you saw and interacted with today, as well as the case examples created using real health data?

• Thoughts on usefulness? Appropriateness of responses?
• What are your thoughts on how personalized the responses were to your needs and questions? Are there any
potential improvements to the interface which could have supported you in receiving more personalized
responses/insights from your health data? Is there something you would have wanted GAI to do differently?

• How actionable did you find the advice for your context and preferences? What are the next steps
for or challenges in taking action on recommendations/responses you received? Do you anticipate this
info/reponses changing the way you assess the things you already do? Do you anticipate changing anything
in your health tracking or lifestyle based on the responses you received?

• Thoughts on trustworthiness/accuracy/credibility of responses/recommendations? [For P5-P19] While the
version of the software we used today keeps your data private, the free versions of Copilot and ChatGPT
may store your queries, including any data you upload, and use it to improve their models. If, say, your
data was being stored and used in such a way, what would you have done differently in that case? Would
that change what data you enter or types of questions you ask?

• While in this study we focused on supporting reflection and sense-making of already collected health data,
do you feel you would appreciate support of such AI-based tools in other parts of the process such as
helping decide what data to track or change the type of health data to track?

Thank you and before we conclude, I do want to tell you a little more about ChatGPT / Copilot and certain
limitations of its underlying software or AI . Large Language Models or LLMs, which are the underlying magic
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here, are undoubtedly impressive for their ability to generate convincing content about a lot of questions we ask.
However, they do contain some serious flaws. So for example, LLMs can get answers wrong and just ‘hallucinate’
incorrect facts. After all, they use information that is widely available on the internet. They can also give biased
responses and are often gullible. For example, if you ask Copilot or ChatGPT a lot of leading questions, you might
be able to coax it into giving an answer that you want, which could also be potentially harmful content. This is
to say that one should not just do whatever this technology says you should. So do you have any reaction or
thoughts about this? Does this information change your perceptions of the responses you received? Anything
you would do differently in inputting your data or interpreting the responses?

C Case Scenario Description
To more fully characterize our method, we describe steps in the presented case scenario, including our rationale,
the prompts used, and Copilot responses. The complete storyboard slide deck used to present the case scenario is
also provided in supplementary materials.

• Introduction (slides 1, 2, 3): The scenario introduces John, a person who experiences chronic shoulder
pain and has been tracking his health data for about 2 months, trying to identify (i) correlations between
pain level and potential pain triggers, and (ii) what helps with his pain. He uses a spreadsheet (shown in
slide 2) to track his pain level on a scale of 0-10, activities he thinks help with the pain, and activities that
might be worsening it.

• Asking for summarization and high level analysis of uploaded data (slides 4, 5): John uses Copilot
to make sense of his health data. He starts by uploading a screenshot of his datasheet, prompting the tool
to analyze his data and summarize what activities are most likely to trigger his shoulder pain.

• Seeking more specific insights and implementable recommendations (slides 6, 7): After receiving
some high level insights, John modifies his queries to ask more specific questions. These include activities
that trigger the highest level of pain, recommendations for pain relief once it is triggered, and whether
relief methods differ based on different triggers of shoulder pain. He specifies in his queries that he is
looking for recommendations that he can realistically implement.

• Attempting to identify correlations between triggers and symptoms (slides 8, 9): John is further
interested in drawing correlations between symptoms and triggers (e.g., between his stress levels and
intensity of shoulder pain), and queries Copilot to do this with his uploaded data. Copilot recommends
doing a systematic analysis of his data to determine correlations, and it mirrors John’s curiosity about if
stress could be related to his pain, but stress is not something John had tracked (except for a single note
about potential association of stress to pain).

• Seeking recommendations on making tracking changes (slides 10, 11, 12): Although John is curious
about potential correlations between stress and pain intensity, he is unsure about what he should track to
identify this correlation. John prompts Copilot to learn about how he might change his tracking in order
to draw these insights in the future. After being recommended tracking of various factors (listed in slide
11), John further probes Copilot to create a worksheet for him to track and identify relationships between
some of these factors (i.e., stress levels, stress triggers, exact location of shoulder pain). Co-Pilot creates
a worksheet, also providing descriptions for how John should track the factors (e.g., scales to use). Note
that slide 12 (i.e., creation of the worksheet) was not shown to P5 or P9 (i.e., the first two participants to
complete the revised protocol).

• Conclusion (slide 13): Based on responses from Copilot, John decides to change two things. First, he
decides to try changing his activities, specifically his workouts, such as by consulting a physical therapist
and trying to find alternatives to ab and upper body workouts which he notes as most likely to cause
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shoulder pain. Second, John decides to also start tracking data related to his stress levels, stress triggers,
and location of pain in hopes of identifying correlations between stress and shoulder pain in the future.
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